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Abstract. FastRT is a fast, yet accurate, UV simulation tool that com-
putes downward surface UV doses, UV indices, and irradiances in the
spectral range 290 to 400 nm with a resolution as small as 0.05 nm. It
computes a full UV spectrum within a few milliseconds on a standard PC,
and enables the user to convolve the spectrum with user-defined and
built-in spectral response functions including the International Commis-
sion on lllumination (CIE) erythemal response function used for UV index
calculations. The program accounts for the main radiative input param-
eters, i.e., instrumental characteristics, solar zenith angle, ozone column,
aerosol loading, clouds, surface albedo, and surface altitude. FastRT is
based on look-up tables of carefully selected entries of atmospheric

transmittances and spherical albedos, and exploits the smoothness of
these quantities with respect to atmospheric, surface, geometrical, and
spectral parameters. An interactive site, http://nadir.nilu.no/~olaeng/
fastrt/fastrt.html, enables the public to run the FastRT program with most
input options. This page also contains updated information about FastRT
and links to freely downloadable source codes and binaries. © 2005 So-
ciety of Photo-Optical Instrumentation Engineers. [DOIl: 10.1117/1.1885472]
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1 Introduction ral networks, e.g., STARneurfowhich generally suffers

Radiation in the ultravioletUV) part of the solar spectrum, ~ [T0M & “black box” nature, proneness to overfitting, and an

: empirical and elaborate nature of model development,
especially at the shorter UV-B wavelengtf80 to 315 . :
nm), is potentially harmful to a wide range of biological FastRT has a transparent and predictable behavior, uses

systems, including human health, ecosystems, and agriCul_smooth interpolation schemes such as splines, and has re-

tural crops. Several radiative transfer models are capable of® ults that are always back-traceable to physical model re-
. oPs. o ; . P sults. The range of scenarios represented by FastRT is lim-
simulating UV radiation with high accuracysee, e.g.,

Weel b H ¢ licati > . ited only by the size of its look-up table, which can be
Veele et af). However, for applications requiring repeti- o4y altered or expanded. We concentrated on represent-
tive computations, such as computations of UV doses

X : T > =21 ing all typical scenarios that would be reasonable guesses
model pseudoinversions, sensitivity studies, operational s5r modelers when only common ground data and meteo-

quality assurance of measured UV spectra, and productionyg|ogical information are available. This is generally the
of UV maps, such models are generally too computation- case, because detailed “snap-shot” information on optical
ally demanding. FastRT is a fast, yet accurate UV simula- properties of the atmosphere is rare and can at best be ob-
tion tool that remedies the preceding computational short- tained from expensivin situ campaigns.
comings. Other fast models exist, but are limited in their  Currently the tool can provide UV irradiance estimates
accuracies, range of input parameters, and/or spectral resoat accuracies similar to most surface UV measurements.
lution (see Koepke etdl.and the references thergin  FastRT is now a core component of a quality assurance
FastRT computes downward surface irradiances in theprogram (http://nadir.nilu.notolaeng/CheckUVSpec/
spectral range from 290 to 400 nm in steps down to 0.05 CheckUVSpec.html, Engelsen and Kyllhgo check and
nm as a function of the most important atmospheric param- match incoming UV spectra to the European UV database,
eters such as solar zenith angle, ozone column, cloud andas well as being an integral part of the Norwegian UV
aerosol optical thicknesses, surface albedo/type, surface alforecasting system.
titude, and cloud constellations. It can reconstruct a spec- In this paper, we first describe the FastRT simulation
trum within a few milliseconds on a standard PC, which is tool (Sec. 2. Next, we assess the uncertainties of the sur-
to our knowledge faster than any other spectral radiative face irradiances produced by FastRT, and the computational
transfer model. Some broadband empirical modelee ~ speed of the FastRT prografBec. 3.
faster than FastRT, but are restricted to fixed dose types
(e.g., the UV index Contrary to techniques based on neu- 2 Method

FastRT computes surface irradiances by interpolations and
*Now at NILU. extrapolations of atmospheric transmittances and reflec-
0091-3286/2005/$22.00 © 2005 SPIE tances stored in look-up tabl¢sUTs). The transmittances
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and reflectances pertain to carefully selected wavelengths
and scenarios from which other conditions can be deduced
with optimal accuracy. In the following, we first describe
the contents of the LUTESec. 2.}, followed by an outline

of the processing of the content of the LUTSec. 2.2.
Further information on the processing details is available
within the source code, which is freely available on the
Internet at http://nadir.nilu.ne/olaeng/fastrt/fastrt.html

21 LUTs

LUTs were computed using the freely available, yet rigor-
ous and accurate LibRadtran atmospheric radiative transfer
software package, version 0.9%tp://www.libradtran.ory
LibRadtran has a number of radiative transfer equation
solvers, including the multistream discrete ordinates radia-
tive transfer(DISORT) equation solver by Stamnes efal.
The computations for the LUTs were made using DISORT
including the pseudospherical approximatiBDISORT)
by Dahlback and Stamn&$o ensure high levels of accu-
racy even for low solar elevations.

The LUTs enclosed with the FastRT were computed as-
suming the following fixed atmospheric and surface condi-
tions as well as modeling options:

1. Air Force Geophysics LaboratorfAFGL) U.S.
standard atmosphefe.

2. The solar ultraviolet spectral irradiance monitor
(SUSIM) extraterrestrial solar spectrum meastred
onboard the Space Shuttle during the ATLAS 3 mis-
sion in November 1994.

3. Aerosol Angstran coefficientsa=1.3, where the
aerosol optical depth B\~ ¢, where\ is the wave-
length in micrometers. Thig value is close to the
mean for remote/urban locations, and is not unlikely
for desert, coastal, oceanic, and high-altitude
surroundings.
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4. Homogeneous water clouds of user-specified den-

Fig. 1 Contour plots of the ratios of (a) 360- and (b) 305-nm irradi-

. . . ances produced by LibRadtran for a 1-km-thick cloud just above
sity at 2 to 7 km above ground with a droplet radius  g5,ng (dashed) and at an 8- to 9-km altitude (dotted) with respect

of 7.2 um, similar to alto-stratus cloud§.The ver- to the cloud assumed in FastRT (2 to 7 km). The results are shown

tical location and the thickness of the cloud have a in terms of cloud optical depth and solar zenith angle. The plots

modest effect in UV-AFig. 1(a)], but have a much pertain to a clear atmosphere with an ozone column of 340 Dobson
: 2 ' : _units (DU) over a nonreflecting surface at sea level. The cloud opti-

!arger effect in UV-B, where absorptlon a}nd scatter cal thickness is the cloud liquid water column times 650/4000.

ing between cloud droplets and ozone/air molecules

is much strongefFig. 1(b)]. When a cloud droplet

radius other than 7.22m is present, the irradiance

error is less than 15% for water cloud<., droplet 10. Delta-M approximation for forward aerosol scatter-
effective radii in the range 3 to 20m, see Ref. 10 ing.

However, information on cloud vertical distribution 11. Number of streams: 12.

and droplet radii is not usually available. The as- 12. Number of atmospheric layers: 49.

sumed cloud scenario is a reasonable choice.

5. Temperature-dependent ozone absorption cross secThe LUTs contain spectral transmittandge., the down-

6. Spring/summer aerosol profit@.

tion from Molina and Molinat! ward flux at the surface divided by the extraterrestrial solar

flux when there is no reflection from the surfand at-

7. Rural tropospheric aerosgiom MODTRAN 3, see mospheric spherical albeddse., downward flux divided

Abreu and Andersdh). by a hypothetical diffuse upward flux from a black surface
8. Stratospheric aerosol: background conditiinem The LUT entries are stored in small files and represent a
MODTRAN 3). wide variety of conditiongTables 1 and R Their flenames

9. Surface types: spectral surface albedos for 12 sur-contain unique codes that identify the underlying optical

face types were obtained from Feister and Gréive, properties of the atmosphere. FastRT extracts the required
and another 6 surface types were provided by LUT files by opening named files. The program thus ex-
Blumthaler and Amback Alternatively, the user  ploits the computer operating system’s own efficient file
can specify arbitrary surface albedo valjiego 1]. search utility.

Optical Engineering 041012-2 April 2005/Vol. 44(4)



Engelsen and Kylling: Fast simulation tool . . .

Table 1 Variable parameters for tabulated atmospheric transmittances.

Parameter Tabular values
Spectral wavelengths (nm) 116 wavelengths in [290,400]
Solar zenith angle (deg.) [0,87], step 3
Total ozone (DU) [100 to 600], step 20
Surface altitude (km) 0,3,and 6
Cloud liquid water column (g m~?) 0, 160, 240, 400, 560, 1040, 1640, 2320, 4000
2.2 LUT Entries and Processing E=E T(1+AS+A2S2+ A3S3+--)=E,T/(1-AS), (1)

Atmospheric transmittances at 116 spectral locations were

optimally distributed so that spline interpolations could whereE, is the extraterrestrial irradiancé,is the transmit-
most accurately reconstruct the real spectral transmittancegance of the atmospher&,is the spherical albedo of the
at arbitrary wavelengths in the range 290 to 400 (ffiy. atmosphere when illuminated from below by isotropic ra-
2). “Black surface” irradiances are then computed by mul-  diation, andA is the surface albedo. This scheme for radia-
tiplying the transmittances with an extraterrestrial solar tjve coupling of the surface and the atmosphere is similar to
spectrum, corrected for the earth-to-sun distance. The out-that emp|oyed for some two-stream adding-doub“eg}_,

put spectral resolution is thus only limited by the spectral Hansen and Travi§ and successive orders of scattering
resolution of the ATLAS 3 extraterrestrial solar spectfim, (e.g., Vermote et al’) radiative transfer models. The simu-
which is 0.05 nm. The cloud densities were selected so that|ated surface irradiance&) are much less sensitive to er-
spline interpolation would yield a good approximatifig. rors in atmospheric spherical albed@ than to errors in

3). Transmittances as a function of total ozone and solar atmospheric transmittancés), and the significance of er-
zenith angles were also approximated quite accurately byrors in atmospheric spherical albed® decreases with
spline interpolations from a regular grid of 20 DU and 3" diminishing surface albed6A). Furthermore. the influence
deg., respectivgly. Transmittances under various aerosolof stratospheric ozone and solar zenith ang|es on atmo-
loadings (Angstran p) are, however, estimated by multi-  spheric spherical albedd$) could be disregarded. The at-
plying an, aerosol modification factor with a clear atmo- mospheric spherical albedos were tabulated at wavelength
spheric (Angstran $=0.02 transmittance. The aerosol intervals of 10 nm and only in terms of altitude and cloud
modification factors were computed from second-order thickness. Spline interpolations to the correct wavelength,
polynomials (Fig. 4). The polynomial coefficients were altitude, and cloud thickness are done. The effect of ozone
relatively insensitive to wavelengths, total ozone, and solar and aerosol loadings were estimated by modification fac-
zenith angles, and only a coarse grid of coefficients was tors computed from second-order polynomials with tabu-
required. The coefficients were optimally fitted to transmit- |ated coefficients expanded around an ozone column of 300
tances simulated by LibRadtran. In these simulations, the pu and an aerosol Agstran 3 of 0.02. The atmospheric

aerosol profile shape was retained, but scaled to the correckpherical albedos are exact for those ozone and aerosol
aerosol optical depth. In case the user specifies atmo-conditions.

spheric visibility Ry, in kilometers instead of the FastRT has four cloud options: no clouds, homogeneous
aerosol Agstran coefficient v, the latter is computed clouds, “scattered clouds,” and “broken clouds.” The latter
using a formula by Igbdk: B=0.55]3.912R, km two constitute two separate ways to account for horizon-
—0.01163[0.02472R,km—5)+1.132, where a=1.3 tally inhomogeneous clouds. For the FastRT input option
is the aerosol Agstran « coefficient. “scattered clouds,” the computed surface irradiafEgis a

The atmospheric transmittance at the user-specified sur-linear combination of the irradiances under a homogeneous
face altitude is estimated from a second-order polynomial cloud cover Egoy9 and that under cloudless conditions
which is fitted to atmospheric transmittances at 0, 3, and 6 (E¢oudiesd, i-€.,E=CFXEouqt (1-CF)Epociouds Where CF
km altitudes. is the cloud fraction. For the option “broken clouds,” we

For a reflecting surface, the downward surface irradi- assume that downward radiation is transmitted as if only a
anceE is computed from radiation transmitted through the clear atmosphere was present, but at the surface, all radia-
atmosphere in addition to contributions from an infinite se- tion is reflected between the cloudy atmosphere and the
ries of successive Lambertian reflections back and forth surface until absorbed. In other words, the downward sur-
between the surface and the atmosphere, i.e., face irradiancgE) is computed from Eq(1), except that

Table 2 Variable parameters for tabulated atmospheric spherical albedos.

Parameter Tabular values

Spectral wavelengths (nm) [290,400], step 10

Surface altitude (km) 0,3,and 6

Cloud liquid water column (g m~?) 0, 160, 240, 400, 560, 1040, 1640, 2320, 4000
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Wavelength (nm) line). The dotted line is the ratio of the two.

Fig. 2 Transmittance of a clear atmosphere at a solar zenith angle

of 40 deg., ozone column of 300 DU at sea level. The dashed line is dose ratdBED) for a given effect. The total dose raimon-

the reconstruction of the actual (solid line), and illustrates the per- sistent with milliwatts per meter squaneid found by inte-
formance of spline mt_erpolatlons. The dotted line is the ratio of the grating the product of UV irradiance and the action spec-
reconstructed transmittance to the actual transmittance computed

by LibRadtran. trum values over the wavelength range from 290 to 400

nm. A daily dose is the dose rate integrated over a 24-h day

(=86,400 $. The daily dose has units consistent with joules
only the atmospheric spherical albed®) pertains to a  Per meter squared. Currently, FastRT can readily compute
cloudy atmosphere. This scenario represents an extremdnore than 20 different types of biologically effective doses/
condition where surface radiation is greatly enhanced:; up to dose rates, including the widely usedglnternatlonal Com-
five times when trapped between a snow surface and a thickMISsion on lllumination(CIE) erythema® UV-B (uniform

cloudy atmosphere. 290 to 315 nmy and SCUP-H? A complete and updated
list of biologically effective dose types along with corre-
2.3 UV Action Spectra, Dose Rates, and Daily sponding references are available in the FastRT documen-
Doses tation (http://nadir.nilu.nof-olaeng/fastrtREADME.html

An action spectrum describes th_e relative _eﬁectiven_ess of> 4 User Interfaces
energy at different wavelengths in producing a particular )
biological response. It is used as a “weighting factor” for 1€ FastRT program can be run through a graphical user

the UV spectrum to find the actual biologically effective INntérface on a Web browser, or from the operating system
prompt. The latter is faster and is more suitable for multiple

runs and inclusion in computer scripts. The interactive ver-
1.20 sion found at http://nadir.nilu.nefolaeng/fastrt/fastrt.ntml

0.5
enables the public to run the FastRT program with most
input options. This page also contains updated information
g94 1115 about FastRT and links to freely downloadable source
° E codes and binaries. The most important input parameters
b’%o 5 14 10{ are user controlled, e.g., ozone column, instrumental spec-
Che g tral response function, aerosol optical depth, cloud liquid
$ E water column, and surface albedol/type.
202 {1.05%
€ 5 3 Results
0 (8]
5 i .
= o1 11 00 3.1 Computational Speed
The computational speed of the FastRT program depends
0.0k , . : 0.95 on the number of irradiances to be calculated, the width of
0 1000 2000 3000 4000 the s_pectral response function, and the type of scenario to
Liquid water column (g—m™) be simulated. The test results presented here were obtained
from a low-end standard P@R.5-GHz Pentium ¥#running
Fig. 3 Transmittance of an atmosphere containing a 4-km-thick the Red Hat Linux 9.0 operating system with a GNOME
cloud as function of liquid water columns. The cloud droplet size is : -
7.2 um, the ozone column is 300 DU, and the solar zenith angle is u.Ser Interfa(.:e‘ SpeCtr.a Wer.e CompUte.d more efficiently thfq’m
45 deg. The dashed line is the reconstruction of the actual (solid single |rra.d|anlces- Simulation of a single monochromatic
line). The dotted line is the ratio of the two. clear sky irradiance at 300 nm took 15 ms, whereas com-
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Parameter

Test values

Table 4 Absolute errors in percent [mean *=2¢ (maximum)] of
FastRT with respect to LibRadtran results for irradiances at wave-

lengths of 305 and 355 nm as well as for the CIE erythemally

Solar zenith angle (deg.)
Total ozone (DU)
Aerosol ,&ngstr'dm B
Surface albedo

Surface altitude (km)

Cloud liquid water column (g m2)

4.5, 225, 40.5, 585, 76.5

weighted dose rate!’/UV index.?° Errors for clear, turbid (aerosol
loaded), and cloudy atmospheres are shown.

150, 250, 350, 450, 550
0.1, 0.175, 0.25, 0.325, 0.4

0.1, 0.3,0.5,0.7, 0.9
0.5, 15, 25,35,45
200, 480, 800, 1360, 3160

CIE dose rate/

305 nm 355 nm UV index
Clear 0.8+x1.7 (4.1) 0.0+0.1 (0.1) 0.2+x0.3 (0.7)
Cloudless  2.0+5.9 (19.3) 0.7*1.2 (2.9) 0.8+2.4 (13.0)
turbid
Cloudy 6.8+12.0 (33.7) 2.5*2.2 (5.2) 4.1+6.7 (30.6)

putation of 111 monochromatic irradiances in the range 290
to 400 nm at equidistant 1-nm steps was accomplished
within 18 ms. Such a spectrum forms the basis for UV dose evaluated at a 0.05-nm resolution. In the UV spectral re-

rates and UV indices produced by FastRT. Cloudy, turbid, gion, this elaborate process is necessary especially for nar-
above sea level, and reflective ground conditions require rowband irradiances to account properly for the Fraunhofer
more interpolations and processing and are somewhatlines of the extraterrestrial solar spectrum, as well as the
slower to simulate, sometimes up to 160 ms. Irradiancesrapid spectral fluctuations in the ozone absorption cross
with a spectral response function influences the computa-sections. By extreme, the 345-nm irradiance with a triangu-

tion time considerably, because convolutions are then lar spectral response function of 55 r(fall width at half
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Fig. 5 Figures above show the percentage difference of the surface irradiance spectra for a clear sky
scenario generated by the FastRT model and the LibRadtran model with respect to the latter. The titles
indicate solar zenith angles (sza) in degrees, total ozone columns (ozone) in Dobson units, and
surface altitude (alt) in kilometers. The plots illustrate the expected worst-case scenarios for clear sky,
i.e., wavelengths, total ozone columns, solar zenith angles, and surface altitudes are all centered
between the tabular entries.
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maximurm), may take as much as 164 ms to compute. A full
spectrum ranging from 290 to 400 nm in 0.5-nm steps and
a triangular spectral response function of 0.6 (similar to
Bentham type spectroradiometetsok 117 ms to repro-
duce for typical cloudless conditions. By contrast, the
LibRadtran program produced the same result after 19 s,
i.e., ca. 160 times later. However, DISORT has been shown
to be a very efficient radiative transfer equation solver, par-
ticularly for optically thick (e.g., cloudy atmospheres.
FastRT may thus perform even better in comparison to
many other rigorous and accurate radiative transfer models.

For users with even more stringent computational re-
quirements, several times faster versions of FastRT with
simpler, but less accurate, interpolation schemes are avail-
able from the lead author on request.

3.2 Error Analysis

We compared FastR{version 2 simulations to results ob-
tained from LibRadtran for a large number of test scenarios
covering the full range of the major input parameters, i.e.,

Angstram g
o
)

0.3}

o1f

o9y 0870
0960 ] 4 0.990

1 2 3 4 ]
Surface altitude (km)

solar zenith angle, ozone column, visibility, surface alti- Fig. 6 Contour plot of the ratio between 305-nm irradiances pro-
tude. surface albedo. and cloud quuid water columns duced by FastRT to those simulated by LibRadtran as a function of

(Tables 3 and ¥ All scenarios selected for these tests were

aerosol Angstrom coefficient g and surface altitude under identical
cloudless conditions. The plot pertains to a solar zenith angle of

centred between tabular entries where we would expect thezs.5 deg., an 0zone column of 450 DU, and a surface albedo of 0.9.

largest deviations. The more similar the atmospheric sce-
narios are to those represented within tabular entries of the
FastRT source cod@ables 1 and @ the better the agree-
ment between LibRadtran and FastRT. When the scenarios
and wavelengths match, the programs produce exactly the
same results.

In general, the FastRT program produces UV irradiances
and doses with uncertainties comparable to those of UV
measurements, provided all model input parameters are
known. Due to errors in radiometric calibration, cosine er-
ror, wavelength misalignment, noise, etc., even high-quality
UV measurements have uncertainties20) of about 6% in
the UV-A and for CIE dose rates and 13% at a 300-nm
wavelength at a 60-deg. solar zenith arfdl@hese num-
bers form the standard for our following analysis.

1. For nearly clear sky scenari@is., aerosol Agstran

UV-B for thick clouds, particularly in combination
with a high surface albed@~ig. 7). Note that rather
large variabilities in optical properties of clouds can
occur, constituting a huge uncertainty in UV simula-
tions. The effect of clouds on surface radiation is
generally much larger than that of aerosols. FastRT
thus ignores the effect of aerosols when clouds are
present.

. For the tests done within the measured UV spectrum

diagnosis program CheckUVSpérot shown here
(see http://nadir.nilu.nefolaeng/CheckUVSpec/
CheckUVSpec.html and Ref.)4the FastRT errors
did not exceed 1%, and were thus negligibie6%).

p=0.02, the errors were always less than 4% and |, the error analysis we used LibRadtran as a benchmark.

mostly negligible(<6%) for all UV irradiances and
dose rates. The errors can be somewhat larger for
wavelengths below 300 niffrig. 5).

2. For clouglless, but turbid, aerosol loaded atmospheres
(aerosol Agstran 8>0.02), the maximum error was

LibRadtran has been shown to agree well with both other

0.8 »\3 /0.8
19% and 13% for the 305-nm irradiances and the CIE ¢ %(/
dose rates, respectively. However, at least 95% of the €4 ¢ los
FastRT simulations agreed well withe., within 8% 3
of) corresponding results from LibRadtran. For UV-A Zo 4 0.4
(355 nm the agreement was quite go¢e6%) for 9 '
all tests. The largest FastRT errors occurred in UVB 5 3 [loo
with high aerosol loadings at high altitudésig. 6). n ‘g“ g ’

3. For cloudy scenarios, the errors were higher than for 50 100 150 200 1000 2000 3000

cloudless atmospheres. The maximum errors could
occasionally exceed 30%, but 67% 10) of the test

Cloud liquid water column (g—m™)

errors were within the uncertainty bounds expected Fig. 7 Contour plots of the ratio between 305-nm irradiances pro-
for measurements of UV-B imadiances and CIE (et by ooty 8 e i water solumn,. The plots are shown
doses. For UV-A(355 nm), the errors were bet'gerl for a surface altitude of 4.5 km, a solar zenith angle of 76.5 deg.,
than the expected UV measurement uncertainties and an ozone column of 550 DU. The left and right panels show

(<6%) for all tests. The largest errors occurred in the different sections of the x-axis.
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models and measurement& 2% Note that all fixed input 7.

parameters of LibRadtran were the same as when the LUTs
were generated.

4 Discussion and Conclusion

The FastRT program can simulate a UV spectrum within a 9.
few milliseconds, which is at least hundreds of times faster
than the most rigorous and accurate models based on a

numerical solution of the radiative transfer equation. The 1o.

exact computation time depends somewhat on the input pa-
rameters.

The uncertainties of the FastRT output are, in general, 11.

better than that of high-quality UV measurements, provided
the atmospheric input parameters are known. We expect no
outliers, i.e., occasional extremely large errors. For the con-
ditions covered by FastRT, the largest deviations from

LibRadtran occur for wavelengths below 300 nm and with 13-

thick clouds present. However, surface instruments also

have largest uncertainties below 300 nm, and clouds are thet4.

most difficult atmospheric scattering constituents to deter-
mine precisely, even during rigorous measurement cam-
paigns.

Applications of FastRT are diverse, ranging from opera-
tional simulation of UV doses to detailed reproduction of
real UV measurements. The program is easy to use, and
accepts atmospheric and surface input parameters at a detail
level suitable for many users. Other fast models are gener-
ally more limited in their scope of applications and input

parameters. FastRT is freely available on the Internet, and19.

can also be obtained from the lead author on request.
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